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Pollution Types and Risk Assessment

based on RBF Neural Network

Hua Zhang1

Abstract. In order to improve effectiveness of evaluation result of pollution types, an evalu-
ation method of pollution type based on RBF neural network of empirical function was proposed.
Firstly, central value of Gaussian function of all hidden layer nodes was confirmed according to
all input vectors and elementary training of network was realized; secondly, RBF neural network
learning was implemented by using learnability owned by radial basis function network (RBFN)
and adopting linear least square method (LLS) and gradient descent method to improve learning
efficiency; finally, effectiveness of algorithm was verified by simulation experiment.
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1. Introduction

Environmental pollution evaluation and forecast not only can realize environ-
mental pollution change dynamics better, but also can provide real-time, systematic
and accurate environmental quality information. It also strengthens control of envi-
ronmental and avoids occurrence of serious pollution incidents at the same time.

At the present stage, research of environmental quality evaluation and analysis
methods is no longer limited to index evaluation method, principal component analy-
sis, grey system analysis method and fuzzy mathematical analysis method. Multiple
environmental pollution evaluation methods also include artificial neural network
method, matter-element extension method, projection pursuit analysis method, set
pair analysis method and so on. Artificial neural networks are artificial intelligence
machine to simulate structure and function of human brain. It has been widely
used for image processing, financial market simulation, earthquake prediction, hy-
draulic power and so on at present. Compared with other methods, artificial neural
networks have the ability of self-learning, associative storage function and finding
optimal solution with high speed. It is a powerful tool to handle non-linear, un-
certain and complex problems. At present, evaluation and forecast report of urban
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environmental pollution is mainly evaluated by converting into air pollution index
(API). The result is simple and direct, and it is applicable to show urban short-term
environmental quality status and change trend. Extension neural network (ENN)
integrates advantages of two emerging disciplinary fields as organic combination of
extenics and artificial neural networks, thus processing stronger function and advan-
tages. It receives better application in the aspects of transformer fault diagnosis,
exhaust gas detection and classification and so on, and has outstanding effect on
solving classification, clustering and recognition of feature vector based on interval.

An evaluation method of pollution type based on RBF neural network of empirical
function is proposed in the Thesis. RBF neural network learning is implemented by
using learnability owned by radial basis function network (RBFN) and adopting
linear least square method (LLS) and gradient descent method to improve learning
efficiency. Effectiveness of algorithm is verified by simulation experiment.

2. Introduction to artificial neural networks

2.1. Conception of artificial neural networks

Artificial neural networks (ANNs for short) can also be called neural network
(NNs) for short or called connectionist model. It is a mathematical model of al-
gorithm to model behavior characteristics of animal neural network and implement
distributed parallel information processing. Such a network relies on complexity of
system and achieves the purpose of processing information by adjusting intercon-
nection relation among a large number of internal nodes. Artificial neural networks
have the ability of self-learning and self-adapting. It can analyze and master poten-
tial rules between the two by a batch of mutually corresponding input-output data
provided in advance, and use new input data to calculate output result according to
these rules finally. Such a learning and analyzing process is called “training”.

Artificial neural networks is an artificial intelligence technology to simulate bi-
ological process of human brain, is a multilayer network architecture abstracted
according to electrochemistry activity of cerebral neurons and is complex non-linear
system formed by a mass of neuronal interconnection. Neuronal structure is shown
in Fig 1. All input M adding threshold value d after weighted sum by a weight K,
and then through function of transfer function is output a of the neuron.

a = f(MK + d) . (1)

2.2. Radial basis function network theory

Radial basis function network theory is a three-layer feed forward neural net-
work, including one input layer, one radial basis layer (namely hidden layer) and
one output layer. The basic principle is that radial basis function is taken as basis
of hidden unit to form hidden layer space, and hidden layer converts input vector
and transfers modal input data of lower dimension into higher dimensional space,
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Fig. 1. Artificial neuron model

 
  

Fig. 2. RBF network structure diagrams

making linear inseparable problem in lower dimensional space separable in higher
dimensional space. Radial basis function simulates local adjustment and receptive
field covered mutually in human brain, so it is a local approaching network. Scien-
tific community has proved that it can approach arbitrary function with arbitrary
precision. The topological structure is shown in Fig. 2.

Input vector shall be transferred to hidden layer after input layer nodes obtain
input vector. Hidden layer nodes are composed of radial basis function, and multiple
forms can be adopted for radial basis function (Gaussian function is adopted usually).
Hidden layer implements non-linear change and map input space into a new space.
Output layer is simple linear function usually. Hidden layer nodes are connected
completely with output layer nodes with different weight. Activation function of
hidden layer nodes generates a local response for input excitation. Input vector is
closer to the center of basis function, the response made by hidden layer nodes will
be greater. Output response of the jth node of hidden layer shall be:

Gj(x) = exp

{
−||x− µj ||

2

σ2
j

}
. (2)

Output layer is weighted sum of all units of hidden layer

∧
y = f(x) =

c∑
j=1

$jGj(x) . (3)
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Where x =[ X1, X2 , · · · , Xn] is input vector, µj and σj are center and size of
the jth neuron, c is number of neuron, and $j is corresponding weight of the jth
neuron.

3. Environmental pollution evaluation algorithm based on
RBF

3.1. Sample collection of training data

Sample data required by training is directly related to the quality of empirical
function accuracy of training, so a set of good training samples are guarantee of
empirical function accuracy. 5000 valid data are selected as sample in the Thesis,
in which 4000 are used to train empirical function and the later 1000 are used to
detect training effect.

3.2. Hybrid learning algorithm of RBF neural network

Learning of RBF network is divided into two processes. The first process: confirm
central value cj of Gaussian function of all hidden layer nodes according to all input
vectors. The second process: obtain weight $jt of output layer by using principle
of least square method according to samples after parameters of hidden layer j is
confirmed. The key problem of establishing RBF neural network is to confirm the
center of radial basis functions according to given training samples, because Gj and
anticipated output yt are known for all training samplesGj in case the center cj
of radial basis function is confirmed. Output weight $jt can be obtained by least
square method.

As for construction process of gradient descent method, error function shall be
defined firstly:

E =
1

2

N∑
n=1

En . (4)

Where En is error at the time of inputting the nth sample and N is sample
number. Definition of En is:

En =

s∑
k=1

(tnk − ynk )2, n = 1, 2, 3. . ., N . (5)

If error function shall be minimized, correction of parameter shall be directly
proportional to its negative gradient, and then the following equation can be obtained
after ∆Cj = −η1 ∂E∂Cj

and ∆σj = −η2 ∂E∂σj
are put into:

∆Cj = 2η1

N∑
n=1

s∑
k=1

(tnk − ynk ) ·Rnj · wn(k, j) ·
pn − cnj
(σnj )2

. (6)
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∆σj = 2η2

N∑
n=1

s∑
k=1

(tnk − ynk ) ·Rnj · wn(k, j) ·
||pn − cnj ||2

(σnj )3
. (7)

When all sample input is finished, iterative method shall be adopted to adjust
parameters, as follows:

Cj(m+ 1) = Cj(m) + ∆Cj . (8)

σj(m+ 1) = σj(m) + ∆σj . (9)

It is learning rate of the center, is learning rate of Gaussian width and m is
iterations. In order to guarantee generalization performance of classifier, learning
rate of adopted Gaussian width is usually bigger than learning rate of the center,
because small learning rate makes algorithm convergence slow, but overlarge learning
rate may cause unstable algorithm.

3.3. Training flow diagram of empirical function

Set input matrix to beM ∈ Rr×N , input matrix of hidden layer to be P ∈ Ru×N
and output layer matrix to be K ∈ Rs×N firstly, where n is training sample. If
undetermined output layer weight of RBF network W ∈ Rs×u, the relation of the
three is:

K = W × P . (10)

Target output of samples is T = (t1, t2, ..., ts)
T ∈ Rs×N . Linear least square

(LLS) method is adopted to make error between target output and actual network
output reach the minimum here. R+ of R is used to obtain R+ of W.

Algorithm flow diagram of empirical function trained in the Thesis is divided
into two stages. The first stage is sample processing. As samples have repeatability,
samples stored in sample database are guaranteed to be representative after sample
processing. Repeated training is eliminated and training rate is improved. The
second stage is training empirical function. Training process is shown in Fig. 3.

4. Experimental analysis

At present, there are mainly 3 urban pollution monitoring items in China accord-
ing to key points of environmental pollution characteristics and pollution prevention,
including SO2, NO2 and inhalable particle PM10. Class of environmental pollution
can be divided into: superior, good, slight pollution, moderate pollution, medium-
heavy pollution and serious pollution according to different pollution concentration.
More than 5000 historical data in 4 areas such as Songyuan section of Songhua
River, Harbin section of Songhua River, Gansu section of Yellow River, Guanmen-
lazi reservoir of Huadian and so on are taken as samples for training. Unknown
environmental classes are obtained by establishing good network finally to achieve
the purpose of environmental quality evaluation.
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Fig. 3. Algorithm flow diagram of empirical function

4.1. Data processing

As singular sample data may exist in obtained samples, so-called singular sample
data refer to especially large or small sample vectors compared with other input
samples. Existence of singular samples will cause increase of network training time,
and may cause that network cannot converge. Therefore, normalization processing
needs to be implemented for training data and testing data before training. The
maximum and minimum value method shown in equation (11) is adopted in the
Thesis to normalize sample data in the range of [0, 1].

y =
x−min (x)

max (x)−min (x)
. (11)

Detailed information of experimental data is shown in Table 1.
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Table 1. Detailed information of experimental data

Data source Sample No. Monitoring position Monitoring items

Songyuan
section of
Songhua River

545 Pasture in Songyuan, Xidazuizi, slop
vat

COD, BOD, ammo-
nia nitrogen, VP
and petroleum

Harbin section
of Songhua
River

1157 Sanjiazi, second water source, cement
plant, Daliangzi, wetland of golden bay,
Hulan River mouth

pH, DO, PI, COD,
BOD, ammonia ni-
trogen, TP, TN and
fecal coliform

Gansu section
of Yellow
River

2161 Fuhe Bridge, Baolan Bridge, Shichuan
Bridge, Jingyuan Bridge, Five Bud-
dhist Temple, Degao Bridge, Gutter
Bridge, Zhe Bridge, Yehu Gorge, Yu
Well, Taoyuan Bridge, Nieshui Bridge,
Birch Forest, Boyang Bridge, vineyard,
Pingchen Bridge, flood-control dam,
bridgehead of Ning County

COD, ammonia,
TP, VP and fecal
coliform

Guanmenlazi
reservoir of
Huadian

2142 Guanmenlazi reservoir of Huadian DO, PI, TP, ammo-
nia, and TN

4.2. Result analysis

2/3 of data in each set of data source are selected as training samples and 1/3
of data are selected as testing data in the Thesis. 5 cross verification is adopted
in training process. Monitoring index of water quality is taken as input vector and
water quality grade is taken as output vector. Commonly used RBF function is
adopted for kernel function. Proposed method is adopted to make an optimization
for parameters of RBF. Relationship curves of evolution algebra and adaptation of
four data sets are shown in Fig. 4-7 respectively. When penalty factor C, RBF
kernel function parameter σ and accuracy rate of cross validation are selected from
numerical values in Table 1 respectively, classification accuracy and generalization
ability of algorithm is optimal.

The result is compared with result of classical SVM in order to verify effectiveness
of method in the Thesis. Classical SVM is calculated by widely used free software
package LIBSVM developed by professor Lin Zhiren in Taiwan University at present.
Default is adopted for main parameters in the algorithm, namely penalty factor C=1.
Reciprocal of attribute number of sample data is adopted for RBF kernel function
parameter σ. Evaluation result of water quality is shown in Table 2.
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  Fig. 4. Adaptation curve of songyuan section of songhua river

 
  Fig. 5. GA adaptation curve of heilongjiang section of songhua river

Table 2. Evaluation result of water quality

Method Songyuan section
of Songhua River

Harbin section of
Songhua River

Gansu section of
Yellow River

Guanmenlazi reservoir
of Huadian

BP 72.22 85.71 92.19 67.04

SVM
Classical SVM 66.67 76.19 70.31 88.52

SVM
Evolved SVM 77.78 85.71 93.75 94.44

It can be seen from Table 2 that recognition accuracy of water quality evaluation
model of evolved SVM is improved by 16.7%, 12.5%, 33.3% and 6.7% compared with
that of water quality evaluation model of classical SVM respectively, improved by
7.7%, 0%, 1.7% and 40. 9 % compared with that of BP neural network method,



POLLUTION TYPES AND RISK ASSESSMENT BASED ON RBF 1267

 
  Fig. 6. GA adaptation curve of gansu section of yellow river

 
Fig. 7. GA Adaptation curve of guanmenguizi reservoir of huadian

which shows that the method in the Thesis has good classification accuracy and
generalization performance.

5. Conclusions

An evaluation method of pollution type based on RBF neural network of em-
pirical function is proposed in the Thesis. Central values of Gaussian function of
all hidden layer nodes are confirmed according to all input vectors and elementary
training of network is realized. RBF neural network learning is implemented by
using learnability owned by radial basis function network (RBFN) and adopting
linear least square method (LLS) and gradient descent method to improve learning
efficiency.
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